Exercises for Chapter 11

1.
Let v1 and v2 be two nonzero vectors. Show that if v1 is a multiple of v2, then v1 and v2 are linearly dependent.

2.
Let v1 and v2 be two nonzero vectors. Show that if v1 and v2 are linearly dependent, then v1 is a multiple of v2.

3.
Determine whether the following set of vectors is linearly independent:
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Please show your solution.

4.
Let v1 and v2 be two nonzero vectors. Suppose that c1v1 + c2v2 = 0 if and only if c1 = c2 = 0. Show that v1 is not a multiple of v2.

5.
Prove that any collection of vectors that includes the zero vector cannot be linearly independent.

6.
Prove Theorem 11.1
7.
Write (1, 2, 3) as a linear combination of (1, 1, 0), (1, 0, 1), and (0, 1, 1). Please show your solution.

8.
Prove Theorem 11.5.


let v1,…,vk be a collection of vectors in Rn. Form the n x k matrix A whose columns are these vj’s as in A= (v1,…,vk). Then v1,…,vk span Rn if and only if the system of equation Ax=b has a solution x for every right hand side b. 
9.
Show that the pair of vectors given below forms a basis in R2:
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10. Prove: let u,v,w be arbitrary vector in Rn and let r be arbitray scalar. Then,
a. u ∙ v = v ∙ u

b. u ∙ (v + w) = u ∙ v + u ∙w

c. u ∙ (rv) = r(u∙v) = (ru)∙v

d. u ∙ u ≥ 0

e. u ∙ u =0 implied u= 0 and

f. (u+v) ∙ (u + V) = u ∙ u + 2 (u ∙v ) + v∙v
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